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This talk – looking backwards

How did we 
get here?



Outline

● Look back at Cees’ work from last 25 years
● Infrastructure projects (DAS)
● Joint research projects

● Relate them to today’s developments



Earlier `retirement’ talks

Henk Sips Dick Epema
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My mailboxes

Data mining on emails



Date: Mon, 17 Jun 1996 20:35:57 +0200

To: peterslo@fwi.uva.nl (P.M.A. Sloot), rvd@nikhef.nl, miron@cs.wisc.edu,

bjo@fwi.uva.nl, joep@fwi.uva.nl, frank@fwi.uva.nl, berry@fwi.uva.nl,

epema@twi.tudelft.nl, ar@uni-paderborn.de, emmen@genias.nl,

W.Lourens@fys.ruu.nl, C.T.A.M.deLaat@fys.ruu.nl, pier@nikhef.nl,

wielinga@sara.nl, bal@cs.vu.nl, ast@cs.vu.nl

From: C.T.A.M.deLaat@fys.ruu.nl (C. de Laat)

Subject: Re: Meeting June 21th

> I herewith suggest the following agenda for the upcoming Distributed 
MetaComputing meeting: …..

First email (1996)

Since I will be in the USA from wednesday 19th until sunday 23th on a 
business trip I will be unable to attend this meeting.

regards,

Cees de Laat.

Faculty of Physics and Astronomy, Utrecht University,

Princetonplein 5, NL-3584CC Utrecht, The Netherlands.

delaat@fys.ruu.nl , Tel: (31)30-2534585



First email about DAS
Date: Fri, 11 Oct 1996 16:45:48 +0200

To: ast@cs.vu.nl

From: w.lourens@fys.ruu.nl (W. Lourens)

Subject: DAS-TAC

Cc: C.T.A.M.deLaat@fys.ruu.nl

Dear Andy,

Congratulations with the approval of DAS.

As for the TAC I suggest strongly to accept my colleague Cees de Laat, 
who is an expert on networking issues and who has very close contacts 
to Surfnet, for participation. Cees de Laat unfortunately is not able to 
attend a meeting earlier than Nov 22. 

Regards Wim Lourens



DAS-1 ATM network
Date: Tue, 11 Feb 1997 22:36:49 +0100

To: ast@cs.vu.nl (Andy Tanenbaum)

From: "C. de Laat" <C.T.A.M.deLaat@fys.ruu.nl>

Subject: Re: DAS

>>3. We can use SURFNET-3 or SURFNET-4.  SURFNET-3 is currently operational,

>   but uses classical routers and is slow and will eventually be replaced.

>   SURFNET-4 is fully ATM, bypasses many routers, and is the future.

>   If we choose for SURFNET-4 and ATM, there are issues to be considered.

I have discussed this application at SURFnet. They see this as an native ATM

application which they can support. I even most probably can get manpower

money from SURFnet to do part of the work which is needed in the wan. 



DAS: Distributed ASCI 
Supercomputer  (1997)

VU DAS-1 cluster



DAS-1
● Laboratory environment for controlled experiments, 

vastly simpler than Grids:

● Wide-area algorithms (with Aske Plaat)

● Wide-area MPI (with Thilo Kielmann)

● Multi-cluster scheduling (TUD, Dick Epema)

● Cees:

SURFnet Relatiedagen (1998)



DAS-2 – DAS-6
● Cees had a huge impact on the design of all 

subsequent DAS systems
● DAS-2: Grid computing
● DAS-3: Optical Grid
● DAS-4: Clouds, diversity, green IT
● DAS-5: Diversity, data-explosion
● DAS-6: Distributed research ecosystem

● DAS used by >150 PhD theses



VU (85)

TU Delft (68) Leiden (32)

UvA/MultimediaN (40/46)

DAS-3 (2006-2010) optical grid 

SURFnet6

10 Gb/s



● Multiple dedicated 10G light paths between sites
● Idea: dynamically change wide-area topology



NWO Starplane project

● Applications
● model-checking
● video-processing
● supernova detection



DAS-3 workshop 2007



The 
pict
ure 
can
't 
be 
dis
pla
yed
.

GRID Co-scheduling problem space

CPU DATA

Lambda’s

Extensively 
under 
research

New!

The StarPlane vision is to give flexibility directly to the 
applications by allowing them to choose the logical topology 
in real time, ultimately with sub-second lambda switching 
times on part of the SURFnet6 infrastructure.



Acknowledgement
● All ``black’’ slides are taken from delaat.net
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Power is a big issue
• UvA cluster uses (max) 30 kWh
• 1 kWh ~ 0.1 €
• per year -> 26 k€/y
• add cooling 50% -> 39 k€/y
• Emergency power system -> 50 k€/y
• per rack 10 kWh is now normal
• YOU BURN ABOUT HALF THE CLUSTER OVER ITS 

LIFETIME!

• Terminating a 10 Gb/s wave costs about 200 W
• Entire loaded fiber -> 16 kW
• Wavelength Selective Switch : few W!



Grid’5000

DAS3 Workshop, Delft 22

DAS3 Workshop, Delft

Franck Cappello
INRIA

Director of Grid’5000

Email: fci@lri.fr

http://www.lri.fr/~fci

Toward an International 
Computer Science Grid



Grid’5000

DAS3 Workshop, Delft (2007) 23

A Prototype of an European 
Computer Science Grid 

DAS3

Grid’5000
2007

(July 27)

3000 CPUs

1500 CPUs

Renater-Geant-Surfnet
(a dedicated lambda at 10G)



Grid’5000 – DAS collaborations

● Optical 10 Gb/s link Paris – Amsterdam (2007)

● Many, many meetings

● 2019: initiative for ESFRI roadmap
● SLICES: Scientific Large-scale Infrastructure for 

Computing/Communication Experimental Studies





SLICES-RI: Current status of the partnership

SLICES CH - February 22, 2022



Joint research projects
● VL-e: Virtual Laboratory for e-Science, BSIK, (2003-2009)

● COMMIT/, BSIK (2011-217)

● StarPlane, NWO (2006-2011)

● GreenClouds, NWO (2011-2015)

● NWA Startimpuls programma VWData (2018-2019)

● Secure scalable policy-enforced distributed data processing, 
NWO COMMIT2DATA (2018-2022)

● EPI: Enabling Personalized Interventions,
NWO-DATA2PERSON (2018-2023)

● Efficient Deep Learning, NWO-Perspective (2018-2024)



Virtual Lab for e-Science
(2003-2009), led by Bob Hertzberger

● Huge (20 M€) national BSIK project on e-Science
● VU/TUD worked in SP3.1 on Ibis, KOALA, …
● Cees worked in SP3.2/3.3, funded by Gigaport





Henri, Guus Schreiber, Bob Hertzberger, Cees
(VL-e workshop 2008)



Aftermath VL-e

● Midterm review (2008) recommended: investigate 
support for a “national institute for e-Science”

● Final evaluation (2011) gave “excellent” to VL-e 
(+Gigaport, MultimediaN)

● 2008-2011 discussions on new center for eScience
● 2012:



COMMIT/  (2011-2017) led by 
Arnold Smeulders

● Public-private Dutch ICT program, 100 M€ BSIK funding



COMMIT/

IV-E: E-INFRASTRUCTURE 
VIRTUALIZATION FOR
E-SCIENCE APPLICATIONS (P20)

VU University Amsterdam
University of Amsterdam
Delft University of Technology
TNO
Solvinity
LIACS
ONVZ

P20 in 140 characters



COMMIT/

140 CHARACTER CHALLENGE

= 181 characters !



COMMIT/

CHAR P20[140];
Dutch ICT Research
Young KNAW
VIDI
URC

3 VENI
EuroPar
5 Best Paper

ONVZ
Lotto-Jumbo
Bitbrains
KLM



COMMIT/

6 H2020

EPD, Whitebox

DAS-5

11 PhD theses



COMMIT Aftermath

● SARNET: Security Autonomous Response with 
programmable NETworks (NWO + COMMIT)



2019



2020-2021



Committees

● Member Scientific Advisory Committee of FABRIC
● Affiliate Lawrence Berkeley National Laboratory
● Member VU HPC - Advisory Committee 
● Chair of the UvA ICT for Research Committee
● Member board ASCI Research School

● Member program committee ASCI CompSys conferences
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Prof.dr.ir. Alexandru Iosup

SIG FUTURE COMPUTER & NETWORK SYSTEMS

FUTURE COMPUTER SYSTEMS AND 
NETWORKING RESEARCH IN THE NETHERLANDS: 
A MANIFESTO

Dec 2, 
2022

Many thanks to all our collaborators.

bit.ly/ManifestoCompSysNL

Prof.dr.ir. Fernando Kuipers

dr. Paola 
Grosso

dr.ir. Ana Lucia 
Varbanescu
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Happy retirement!


