Smart Industry Future Internet:
The Fieldlab approach to explore its value
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Content

Context

Problem & Concepts

What are important science drivers?
Capabilities

1) Lightpath infrastructure

2) UHD video wall collaboration

3) Private global Internet Slices
4) Big Data sharing

Putting it together
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Context

Publically funded research programs seek Smart Industry use cases to
enable knowledge valorization.

Can academic research into Future Internet capabilities help our industry
to become smarter?

* What do Future Internet capabilities mean for AF/KL?
« How: by creating a Field Lab using advanced FI capabilities:
» Global optical network that can provide “lightpaths”
« UHD video wall based visualization & collaboration
« Lightpaths allow “Internet slices” to be created across the globe
« High volume & velocity (big-) data sharing & supercomputing
« Autonomous cyber defense capable
« With what: use cases defined by our business

40 Gb/s } !
nght

Example E&M

AIRFRANCE # KLV



http://vignette4.wikia.nocookie.net/memoryalpha/images/e/ef/GE_logo.png/revision/latest?cb=20090910162302&path-prefix=en
http://vignette4.wikia.nocookie.net/memoryalpha/images/e/ef/GE_logo.png/revision/latest?cb=20090910162302&path-prefix=en

Example: Big Data in Aircraft MRO
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ource: Oliver Wyman Fleet & MRO Forecast, www.planestats.com,/betternsight

Aircraft fleet is expected to collect 98 Exabyte of data by 2026.
Main use: aircraft health monitoring and predictive maintenance.
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Smart Industries topic

Smart Industries is a general topic, considered by Dutch Minister of Economic
Affairs, to address two challenges*:

Automation High value

?1') "= (1) how can companies collaborate effectively,
and are they organized in chains and networks
quality o intimacy .

¥ e | that make optimal use of data?
*® Smart | © %
g Industry ® 4
(2) how do companies develop new Smart

1001000

business propositions with the deployment of
new and state-of-the-art technology and
ot knowledge?

*) Action agenda smart industry, Dutch industry fit for the future

Report contains three main action lines:
1: Reuse existing knowledge
2: Speed up with field labs  a: Knowledge
3: Re-enforce foundation b: Skills
c: ICT pre-conditions
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Problem

Requirement to send large volumes of data at high velocity across the

Internet from point A to point B will affect other users.
Reason: Internet is essentially a shared “best effort” infrastructure.
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. Science Example 1: High Energy Physics

Processing detector data @ CERN

ATLAS: 7000 ton 46m x 25m x 25m detector as one of the 4 LHC detectors _
Generates 1 Pb/s of raw data. AIRFRANCE #



Science example 2

Radio
Emission

At 190 Gb/s per telescope
SKA is expected to observe :

. ‘ The Square Kilometre Arra
10'100)( more data traﬁ:|C e Exploring Lhanniver:se with the world's largest radio t.ulcscop!
as the current Internet transports
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Science is currently supported by a global
Optical Network Research Infrastructur
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http://www.internet2.edu/products-services/advanced-networking/global-services/#service-overview
http://www.internet2.edu/products-services/advanced-networking/global-services/#service-overview

- Capability 1: Software Defined Networking
- allowing the creation of a “lightpath”

Interdomain OpenFlow slices*

Chicago ) Automated [ NetherLight
setup af
dynamic
interdomain
Openflow
slices
F || o] F le >
I-‘--.._‘_‘_-_‘_‘_‘--_
1 p n oL 1 %
e =i o
v Trans-Atlantic circuit \
OpenFlow switch OpenFlow switch .
Lightpath
DipenFow Slice 1 Flow\/isor OpenFlow controller
OpenFlow Slice 2 |E| El
——Openflow Slice 3— . LAMN PHY . Middlewara
14 * In collaboration with Internet2 and ACE m“
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Capability 2: UHD visual collaboration

SAGE2 enables groups to collaborate in front of large shared displays that require

juxtaposing large volumes of information in ultra high-resolution. . ades
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Capability 3:
Secure distributed application deployment

The Internet as programmable virtual infrastructure slices that are
delivered by multiple autonomous parties

Commercial

laaS cloud

My slice contains slivers from
many aggregates.

application

Boeing /
Airbus /
GE

Testbed

AFI Rack
#2
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GENI: Infrastructure for Experimentation

" Exploring Networks
of the Future

Regional nets
L Existing
| New
GENI WiMAX
/\ Existing
A New

GENI Racks
(proposed sites)

® New

O Existing
clusters/racks

Internet2 & NLR

‘“J"

GENI provides compute resources that can be connected in
experimenter specified Layer 2 topologies.

Sponsored by the National Science Foundation GEC22 — March 23, 2015 www.geni.net 14
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. Capability 4: Big Data sharing technology

Science-DMZ

Border Router
Enterprise Border
Router/Firowall

100 Gb/s @« wan W

Clean,
High-bandwidth
path to/from

WAN

Site / Campus
access to Science
DMZ resources

perfSONAR| 0

Dedicated

path for virtual
circuit traffic

y Science DMZ
| Switch/Router

 perfSONAR |

High Latency WAN Path
High performance Site/Campus
Data Transfer Node Virtual Circuits
with high-speed storage, High Latency VC Path
@ ESnet

tence DMZ is an external-facing, high-performance network with data servers,
ring large amounts of data so that collaborating institutions can easily
xchange hundreds of terabytes of data for analysis.

4+
000

AIRFRANCE # KLV



¥ Science DMZ concept adopted in PRP

The Pacific Research Platform
Creates a Regional Big Data Cyberinfrastructure

Map Source:
John Hess, CENIC

uw/’ Pacific Research Platform
PNWOP Pacific Wave CalREN HPR
@ - CENIC - -
Optical Connections
IMormot2
ot 10-100 Gbps
Borkoloy
g — " LBML, PRP Partcipant, CC-NIE
UCSF henO (N&RSC. O
- 't’ ESnat PRP Participant, non CC-NIE

Qaklard™ ¥ M o
w San Franclsco i Aerced A
Palo Alto e o) -
'NASK -/ 'r‘;
AME S/
s NREN j

PRP Partners include
Univ. of Hawali System

Organized by
Calit2
and CITRIS

Montana State Univ
Northwestern Univ.

NCAR \
MREN @ San Diego El Centro
StarlLight

m SHBDD

Chameleon
- UvA Note: this diagram represents a subset of sites and connections, v1.10 - 20150319

‘it-v’ e

AIRFRANCE # KLM



NSF Big Data Hub initiative

Hawaii are part of the West r

g

(o]

Vg

O

n

rritories can participate in any regi

MIDWEST ?:‘ ‘ ;!'ga‘j\zat;ons

© -
© ©

w
w
-
N J -
—
(1)
0w

ucsD/SDSC (Pt

WEST

116 Personnel
95 Organizations

15 States + DC

BD Hubs

gie affiliations of individuals named
. s and/or task leads. *South points indicate Senior Personne

NtN;A

Source: Ed Seidel NCSA AIRFRANCE Z Bt i



Ambition to put capabilities into fieldlab

~
Si )
@Laafl/va FI
Big Data sharing

S Field Lab
bata Fast Data Replication 2
40 Gb/s | Transfer

Node SAGE?2
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LLightEQ Gbis
_ ightpath e Ele
< Ty Google )

GEN!I Testbed

mE 10 Gb/s Private & Secure

Collaboration

Digital Airport

SARNET Application & Service
AMS chains deployed in -
Capable > _ .
private and secure AF/ i
=° Cyber- Internet slices KLV
ATL defense

Re-enforcing ICT preconditions:
Each envisaged site has similar elements )
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http://vignette4.wikia.nocookie.net/memoryalpha/images/e/ef/GE_logo.png/revision/latest?cb=20090910162302&path-prefix=en
http://vignette4.wikia.nocookie.net/memoryalpha/images/e/ef/GE_logo.png/revision/latest?cb=20090910162302&path-prefix=en

Role R&D office

« Explain mission, objectives and SiFi fieldlab concepts to our
business and their partners.

« Establish contacts with Research Institutes and Universities to
motivate importance of collaboration.

« Liaise with funding agencies to define research projects to obtain
funding.

« Define research projects / questions for students & research groups.

ldea Conversion Factory
Pilot, Product

Idea Test, or
Finding Enginee Service

v
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20 Questions
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