Mastering Complex Internet Infrastructure

to support Science
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From

The Dutch Research Agenda

“Information technology (IT) now
permeates all aspects of public,
commercial, social, and personal life.
bank cards, satnav, and weather
radar... IT has become completely
indispensable.”

“But to guarantee the reliability and
guality of constantly bigger and more
complicated I'T, we will need to find
answers {o some fundamental
guestions!”

http://www.knaw.nl/Content/Internet_ KNAW/publicaties/pdf/20111029.pdf BRuN@® TMallASt



Reliable and Safe!

This omnipresence of IT makes us not only strong but also
vulnerable.

c A , @ , or a system failure iInstantly
around the world.

Hard Drive Cost per Gigabyte

1980 - 2009

The hardware and software that allow all our
systems to operate is becoming bigger and more
complex all the time, and the capacity of networks
and data storage is increasing by leaps and
bounds.
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R We will soon reach the limits of
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oo what is currently feasible and
controllable.

http://www.knaw.nl/Content/Internet. KNAW/publicaties/pdf/20111029.pdf



Mission

Can we create smart and safe data processing
infrastructures that can be tailored to diverse
application needs?
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Mission

Can we create smart and safe data processing infrastructures that
can be tailored to diverse application needs?
e Capacity
— Bandwidth on demand, QoS, architectures, photonics, performance
e Capability
— Programmability, virtualization, complexity, semantics, workflows

* Security
— Authorization, Anonymity, integrity of data in distributed data processing

e Sustainability

— Greening infrastructure, awareness

o Resilience

— Systems under attack, failures, disasters



Reduction of Complexity by Integration

By combining services such as telephony, television, data, and computing
capacity within a single network, we can cut down on complexity, energy
consumption and maintenance.

http://www.knaw.nl/Content/Internet. KNAW/publicaties/pdf/20111029.pdf

How can we describe and analyze complex information systems effectively?
How can we specify and measure the quality and reliability of a system?
How can we combine various different systems?

How can we design systems in which separate processors can co-operate
efficiently via mutual network connections within a much larger whole”?

Can we design information systems that can diagnose their own
malfunctions and perhaps even repair them?

How can we specify, predict, and measure system

performance as effectively as possible?

SNE addresses a.o. the highlighted questions!
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ATLAS detector @ CERN Geneve




ATLAS detector @ CERN Geneve




Een gebeurtenis

Run Mumber: 170482, Event Number: 3936308
Date: 2010-12-06 17:21:31 CET

Snapshot of a heavy ion collision
directly from the ATLAS experiment




"¢ LHC Data Grid Hierarchy @

% /¥  CMS as example, Atlas is similar

100000 flops/byte

Online System

CMS detector: 15m X 15m X 22m
12,500 tons, $700M.

Tier 1

Tier 0 +1

event
simulation

\ \
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analysis )
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~0.6-2.5 Gbps

Tier 3

Institute
~0.25TIPS

Physics data cache 100 - 1000

Mbits/sec
Tier 4

Courtesy Harvey Newman, L=l

CalTech and CERN Workstations

CERN/CMS data goes to 6-8 Tier 1 regional centers,
and from each of these to 6-10 Tier 2 centers.

Physicists work on analysis "channels” at 135 institutes.
Each institute has ~10 physicists working on one or
more channels.

2000 physicists in 31 countries are involved in this 20-
year experiment in which DOE is a major player.



What Happens in an Internet Minute?

20 47,000 61,141
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The GLIF — LightPaths around the World

F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer
networks”, Future Generation Computer Systems 25 (2), 142-146.
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The GLIF — LightPaths around the World

F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer
networks”, Future Generation Computer Systems 25 (2), 142-146.
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“Show Big Bug Bunny in 4K on my Tiled Display using
green Infrastructure”

* Big Bugs Bunny can be on multiple servers on the Internet.
 Movie may need processing / recoding to get to 4K for Tiled Display.
* Needs deterministic Green infrastructure for Quality of Experience.

e Consumer / Scientist does not want to know the underlying details.
=>» His refrigerator also just works.



LinkedIN for Infrastructure = %

* From semantic Web / Resource Description Framework.
 The RDF uses XML as an interchange syntax.
 Data is described by triplets (Friend of a Friend):

@ Predicate
—
Object
Subject Object
Subject
. Object
Object .

name descriEtiOE located At hasInterfacs
— —
connectedT9| caEacitX | encodingTZEe encodingLabel




RDF describing Infrastructure

“I want”

Application: find video containing X,
then trans-code to it view on Tiled Display

[} RDF/VIZ

!

RDF/NDL

RDF/ST

RDF/CPU
RDF/NDL




Information Modeling

Define a common information model for infrastructures and services.
Base it on Semantic Web.

Projector
ixelsX
gixele NTTDisplayService
Display
ixelsX
DixeleY _ _ SAGEDisplayService
DisplayService
Host pixelsX 4—
Device 4___ hostName pixelsY
S Identifier 0sS NFSStorageService
Elemeit 1 providesService * Service StorageService |\
* ) < totalDiskSpace
N~ providedBy freeDiskSpace |/ iRODSStorageService
* Group Cluster
Description < fasElements: -
hasElgments (Host) StreamService
capabilities NTTStreamService
maxStreams
Node \/\
hasElements:(not
Node or
NExchange) SAGEStreamService
Exchange
hasElements:(not
Exchange)
J. van der Ham, F. Dijkstra, P. Grosso, R. van der Pol, A. Toonk, C. de Laat R.Koning, P.Grosso and C.de Laat
A distributed topology information system for optical networks based on the Using ontologies for resource description in the CineGrid Exchange
semantic web, Elsevier Journal on Optical Switching and Networking, Volume 5, In: Future Generation Computer Systems (2010)

Issues 2-3, June 2008, Pages 85-93



Automated GOLE + NSI

Joint NSI vl1+v2 Beta Test Fabric Nov 2012
Ethernet Transport Service
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9o
G‘ @ NSIv2 Networks and Exchange Points

NSI peerings (SDPs) unless otherwise indicated these are vlans 1780-1783
Thanks Jerry Sobieski = == == Planned/peerings (SDPs)



Network Topology Description

Network topology research supporting automatic network provisioning
* Inter-domain networks

* Multiple technologies

* Based on incomplete information

e Possibly linked to other resources

NML NML

http://redmine.ogf.org/projects/nml-wg
OpenGridForum  http://redmine.ogf.org/projects/nsi-wg http://sne.science.uva.nl/ndl

OPEN FORUM | OPEN STANDARDS



Domain Domain cee cee Domain Domain
Apps Apps Apps Apps

7 ' g
‘!ﬁ' \ . OeSOC|ence Middleware m‘d’

~ i -« . .
/_} - ‘_\+ Machine Learning + Reasoning + Scheduling + ...

& / Service Plane

Pl it it

Chromium SAGE OcCcl GIR SNMP  PerfSonar Cassandra Hadoop WSRF  WebServ
CGLX MTP JSDL UR OpenFlow ICMP [13{0]013 Storm SensorML INSPIRE
NSI
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= \WE Started this
we strongly participated
—\VE USE
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TimelLine
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TimelLine

= Sustainable Internet
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RDF Semantic
descriptions
Graph Theory

Machine
Learning

Sustainability

Context
information

Logging
History

APP
Feedback

Monitoring




Conclusion

| want a MiS system!

Catchphrase first used in
"Encounter At Farpoint" (28
September 1987) by Gene
Roddenberry, and thereafter
used in many episodes and
films, instructing a crew
member to execute an order.




Need for Greenl T

Global Average Temperature and
Carbon Dioxide Concentratlons 1880 2004
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Data Source Temperature: ip:/Mp.ncdc.noaa ]n publdata/anomalies/annual land.and.ocean.ts
Data Source CO2 (Siple Ice Cores): http://icdiac.esd.oml.gov/ tpln'wc‘s co2isiple2.013
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Graphic Design: Michael Ermst, The Woods Hole Research Center




Greening the Processing System

Positive proof of global warming.

18th it f AN 'V !
Centurry 1900~ 1950 1970,198q 19;)0 2606,'
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Turn Green Tech into Greenbacks
[T Certifications for Jobs That M |

ake a Difference

Uptime Institute Accredited Tier Designer

The Uptime Institute has long been a proponent
for green data center design and implemen-
tation. Its certification course on data center
design embeds green principles into the
curriculum.

CERTIFIED GREEN
COMPUTING

y GCT

Q y Green Computing

Initiative

™

SUSTAINABILITY




ECO-Scheduling

iz LIVE
I What type of route should be planned? 8:37am

% @ @
Fastest Eco Shortest
route route

u

Walking
motorways route

TOMTOM




Because we can!



The constant factor 1n our field 1s Change!

The 50 years it took Physicists to find one particle, the Higgs,
we came from:

“Fortran goto”, Unix, ¢, SmallTalk, DECnet, TCP/IP, c++,
Internet, WWW, Semantic Web, Photonic networks, Google,
grid, cloud, Data’3, App

to:
DDOS attacks destroying Banks and Bitcoins.

Conclusion:

Need for Safe, Smart, Resilient Sustainable Infrastructure.
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