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Project Matsu: 
 

Developing open source methods for 
cloud-based processing and analysis of 
earth science data and data products  



•  Matsu, or Mazu, is a goddess of the sea said to protect fishermen 
and sailors.  

•  Initially formed in response to the 2010 Haiti earthquake, the name 
was chosen in the spirit of aiding those in need. 

•  A collaboration between members of the Open Cloud Consortium, 
NASA (lead, Dan Mandl at NASA GSFC), and others like the 
Namibian Department of Hydrology, involved with NASA’s 
SensorWeb. 

•  Turning earth science observations into knowledge and information.  
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Processing and serving data 
•  Generating (EO-1) satellite 

L1 and L2 data 
•  Web Coverage Processing 

Service 
•  Hadoop-based Matsu Wheel 

Turning earth science 
observations into 

actionable information 
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Aggregating and displaying data 
products 
•  Namibia flood dashboard 
•  Matsu Wheel analytic reports 
•  Preliminary Geoserver Web Map 

Service to work with Open 
Geosocial API 

 



Namibia Flood Dashboard 
SensorWeb enabled for early flood warning 

 
http://matsu.opencloudconsortium.org/namibiaflood!

http://sensorweb.nasa.gov/
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Earth Observing-1 (EO-1) 
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!  Earth Observing-1 launched in Nov 2000 as a one year mission. 
!  The OSDC is used by NASA to process Earth Observing 1 (EO-1) 

satellite imagery from  
!  Advanced Land Imager (ALI) 

!  9 simultaneous wavelength bands from 0.48−2.35 µm with 
30-meter resolution plus a panchromatic band with higher 10-
meter spatial resolution 

!   37 km x 42 km 
!  Compare to Landsat 7  

!  Hyperion imaging spectrometer 
!  242 wavelength bands 0.357−2.576 µm with 10-nm 

bandwidth 
!  7.7 km x 42 km 
 

 



The Matsu Wheel 
 

processing all the data  
as it comes in 

!  Hadoop-based over Skidmore over 25 nodes with 800 
compute cores and 784 GB of compute RAM, 261 TB raw 
storage 

 
!  EO-1 Level 0 images are received daily from NASA, 

transformed into various Level 1 products, converted 
(SequenceFiles), uploaded (HDFS), and MapReduced 
(analytic) once a day to build the Wheel analytic reports. 
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•  The Wheel “watches” for new data to become 
available, using Apache Storm. 

•  When new data are detected, loaded into Hadoop’s 
distributed file system for analysis using MapReduce. 

•  The Wheel analytics run each night, daily reports 
available the morning after data are received. 
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•  The Wheel is efficient for 
processing large volumes 
of data with many types of 
analysis by simply requiring 
a common input format. 

 



 Wheel analytics run
over data using MapReduceOSDC Public 

Data Commons 
(GlusterFS)

Earth Observing-1

NASA Goddard 
Space Flight 

Center
New data observed by EO-1 
and downloaded to NASA

NASA images sent to OSDC Public Data 
Commons cloud for permanent storage  

HDFSData read into
HDFS only once

NoSql Database
(Accumulo)

Metadata stored

Analytic results stored

Analytic reports generated by 
Wheel are accessible via web browser

Secondary 
analysis can be 

done from 
analytic database

contours  
+ clusters

rare pixel
finder

spectral 
blobs

supervised
classifier

report 
generators

Additional 
analytics

plug in easily

Matsu Analytic Wheel 

Maria Patterson  (mtpatter@uchicago.edu)                  Center for Data Intensive Science, University of Chicago 



matsu-analytics.opensciencedatacloud.org

Matsu Wheel Daily Reports 
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Matsu Wheel Daily Reports 
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Matsu Wheel is open source 

github.com/opencloudconsortium/matsu-project
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New wheel analytic (beta):  
Support Vector Machine (SVM) classifier 

•  A supervised machine learning classification algorithm 
•  Train the classifier by hand classifying areas in a set of training 

images 
•  Beta classifier has 4 classes: clouds, dry land, vegetation, water 
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New wheel analytic (beta):  
Support Vector Machine (SVM) classifier 



•  SVM classifier adapt regionally to geographic area (classes and 
training set depend on geography) 

•  Incorporate SVM classifier into Matsu Wheel 
•  Additional wheel analytics, data 
•  Web Map Service and tiling using Open Geospatial Consortium 

compliant Geoserver  
•  Interoperating with Open Geosocial API  

•  Deliver products so end users can easily display from 
geoJson, topoJson formats in github, MapBox and redistribute 
maps over Facebook and other social media 

•  See Pat Cappelaere’s work 
http://www.slideshare.net/cappelaere/open-geosocial-api

Continuing work 
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